
1. Introduction
Queueing models have been (and still are being) used in many areas such as production

and manufacturing, telecommunications, and service sectors. With the advent of modern
technology and a stiff competition in service sectors to capture the market share, the service
providers try to assure their customers of efficient and timely services. However, the service
providers do not have unlimited resources, a common scene in our day-to-day activities, to
provide an immediate access to all their arriving customers. Retrial queues (see, e.g., [3, 4,
16, 27]) were introduced to model the situations where customers who cannot receive service
immediately upon their arrivals but who are willing try again to capture a free server. One
major drawback in using retrial queues including any variation, such as balking, reneging
among others, introduced later on, is its applicability in certain service sectors. For example,
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in this modern era, many service providers have the ability to assure customers who cannot
access a server upon their requests, that they will be called back as soon as a free server
is available and that their position in the queue will not change because of that option.
That is, the customers who cannot access a server immediately will be reached out by the
service provider on a FCFS basis soon after a server becomes free. Towards this end the
customers leave behind their information in what we call henceforth as registry list for the
service provider to reach out to them at a later point in time.

It should be pointed out the first study of queueing models wherein a server, upon com-
pletion of a service, will search for a customer to offer a service was done in [23]. Such
models are very useful in the context of call center applications. However, the models stud-
ied here do not fall under the category of searching for customers but rather reaching out to
those customers who entered the system but only to find the servers to be busy, and left the
system to be called back.

In real-life applications, not all customers are able to answer the service provider’s call
when their turn comes. For example, the customers maybe away from their phones or maybe
on an another call, and so might miss the service calls. In such cases, the service provider
has to remove this customer from the registry list of customers needing service, and move on
to the next customer either on the list or wait for a new arrival. This motivated us to study the
queueing models in this paper. We believe, to the best of our knowledge, only a few papers
dealing with such models have been published in the queueing literature [1, 2, 12, 15].

While the authors in [1, 2] focus on studying M/M/N -type queues with two types of
customers (one of which is call-back customers) asymptotically, the models studied in [12,
15] look at two types of customers, one of which is call-back type, and the analysis is done in
steady-state. In [15], MAP/M/N -type queueing system is used to study “real” and “virtual
or call-back” customers such that “real” customers have a finite buffer whereas the “virtual”
customers have an infinite buffer. The model studied in [12] generalizes the one in [15] in
a more general context, namely, modeling the customers’ impatience as well as using phase
type services. However, the nature of a strict “call-back” following the FCFS basis rule is
lost in their models. This is due to the fact that in [12, 15], the virtual customers are offered
service only after all the “real” customers are cleared. Thus, it is possible for the new arrivals
to become “real” (and get a non-preemptive priority service) while the earlier arrivals who
became virtual are still waiting for service. This fact was not discussed numerically as well
as analytically in [12, 15]. Thus, our additional motivation for our paper is to bring out the
salient features when the FCFS rule is strictly applied as it should be a significant one due
to the service centers pretty much promising the customers that the call-back option will not
affect their position in the queue. In this sense, our paper not only complements with that
of [12] to help practitioners to adapt the models in the context of call-back in a more general
context, but also to provide qualitative insight into such models.

It is worth to point out here that the models studied here do not fall under the umbrella of
retrial queues as neither the customers nor the servers retry. Only the servers try to reach out
to the customers in the registry, and a failure to capture a customer results in the removal of
that customer from the list. Further, the customers who left their information in the registry
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do not attempt to call the service provider again.
We model the arrivals using a Markovian arrival process (MAP ), a special case (namely,

single arrivals) of versatile Markovian point process (VMPP ) as originally introduced by
Neuts in 1970s. Since its introduction and since with major notational simplifications of
VMPP as BMAP in 1990 (see, [18]), this versatile process is widely used in stochastic
modeling [5, 6, 7, 9, 18, 19, 21, 24, 25, 26].

Recall that MAP is a powerful point process in stochastic modeling due to its capability
to model a variety of scenarios that occur naturally in practice. A MAP is described by
two parameter (square) matrices, say, E0 and E1, of dimension, say, m. The (irreducible)
generator, say, E, given by E = E0 + E1, governs transitions of the MAP . Let η be such
that

ηE = 0, ηe = 1, (1)

where e stands for a column vector of 1’s of dimension m. The arrival rate is then given by
λ = ηE1e.

In addition to the notation e, we introduce a few others needed in subsequent sections.
ei is a unit column vector with 1 in the ith position and 0 elsewhere; I an identity matrix; The
notation ′ is for the transpose of a matrix or a vector. Also, we will be using the Kronecker
product and Kronecker sum of matrices (see, e.g., [13, 20, 28] for more details). These
operations are denoted, respectively, by ⊗ and ⊕.

Thus, the objective of this paper is to analyze these queueing models useful in service
sector, and bring out the qualitative behavior of the models studied with regard to the arrival
processes, the service times, and other parameters. The rest of the paper is organized as
follows. In Section 2, we present and analyze MAP/PH/1-type of our model, and in
Section 3, we look at MAP/M/c-type model and carry out the requisite analysis. Selected
key system performance measures needed for discussion are given in Section 4. In Section 5,
we discuss a few examples to highlight some qualitative nature of the models under study.
A simulation approach in the context of MAP/G/c queues along with a few (simulated)
examples are discussed in Section 6. Finally, in Section 7, some concluding remarks are
outlined.

2. MAP/PH/1-Model
In this section, we look at MAP/PH/1-type queueing model in the context of call-back

services. Specifically the model assumptions are as follows. Customers arrive according to
a MAP with representation matrices (E0, E1) of dimension m.

There is a single server with the service times following a phase type (PH−) distri-
bution with representation (β, S) of dimension n. Recall that a PH− distribution is ob-
tained as the time until absorption in a finite state (irreducible) Markov chain with generator
S + S0β, where Se + S0 = 0. The service rate is given by µ = [β(−S)−1e]−1 (see,
e.g., [22]).

An arriving customer finding the server idle will get into service; otherwise, the cus-
tomer will not be waiting in the system (so as to not waste their time and tend to other

Queueing Models and Service Management

57



activities) but their contact information will be in a registry list of infinite capacity in order
for the service provider to reach out to those customers at a later point in time. Upon com-
pletion of a service, the server will either become idle (if the registry list is empty) or will
try to “reach” the next customer in the list to provide a service. The reaching out duration
is random and lasts for an exponential amount of time with parameter θ. At the end of a
reaching out time, either the customer is taken into service with probability p, 0 ≤ p < 1,
or with probability q = 1 − p, the customer is unavailable for service. The unavailable
customer is dropped from the list of customers waiting for service by the system and no
further contact will be made to offer a service to such a customer. At that instant, the server
becomes idle and will follow the process of either remaining idle or reach out for the next
customer depending on whether the registry list is empty or positive.

Thus, at any given time, the server is in one of the following states: (a) idle (due to the
system being empty); or (b) busy serving a customer; or (c) busy reaching out to a customer.

2.1. Steady-state analysis

Suppose that we define the following random variables at time t.

• J1(t) = number of customers in the system (in service plus the ones not reached)

• J2(t) = phase of the service process

• J3(t) = phase of the MAP arrival process

• J4(t) = status of the server (idle/busy/reach)

Verify that the stochastic process {(J1(t), J2(t), J3(t), J4(t))} has the state space given by

Ω = {(0, k) : 1 ≤ k ≤ m}
⋃

{(i, j, k, r) : 1 ≤ j ≤ n, 1 ≤ k ≤ m, r = 1, 2, i ≥ 1}.

The server busy serving a customer is denoted by r = 1 and when the server is busy reaching
out to a call-back customer is denoted by r = 2. Defining

B0 = e′
1 ⊗ β ⊗ E1, B1 =

[
S0 ⊗ I
qθ ⊗ I

]
, (2)

F0 = I ⊗ E1, F1 =

[
S ⊕ E0 0
θpβ ⊗ I E0 − θI

]
, F2 = e′

2 ⊗ B1, (3)

verify that the generator, Q, of the LIQBD is of the form

Q =




E0 B0 0 0 0 · · ·
B1 F1 F0 0 0 · · ·
0 F2 F1 F0 0 · · ·
0 0 F2 F1 F0 · · ·
...

... . . . . . . . . . · · ·




. (4)
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Suppose that ϕ = (ϕ0,ϕ1) denotes the steady-state probability vector of F = F0+F1+F2.
The vector ϕ satisfying ϕF = 0 and ϕe = 1 can be solved using the equations:

ϕ0(S ⊕ E) + θpϕ1(β ⊗ I) = 0,

ϕ0(S
0 ⊗ I) +ϕ1(E − θpI) = 0,

ϕe = 1.

(5)

The following, intuitively obvious, internal accuracy checks can easily be proved.

ϕ0(e⊗ I) +ϕ1 = η,

ϕ0(I ⊗ e) = dµβ(−S)−1,
(6)

where η is as given in (1). Note that

ϕ0(S
0 ⊗ e) = θpϕ1e. (7)

Now using equations (5-7), it is easy to verify that ϕ0e = d, and hence we have

d =
θp

µ+ θp
. (8)

From the classical stability condition for LIQBD process (see, e.g., [22]), namely, ϕF0e <
ϕF2e, we immediately get

λ <
θµ

µ+ θp
. (9)

For use in sequel, we define the traffic load of the system as

ρq =
λ(µ+ θp)

θµ
. (10)

Under the stability condition given in (9), we can determine the steady-state probability
vector of Q. Towards this end, suppose we define z = (z0, z1, · · · ) with zi, i ≥ 1, further
partitioned as zi = (ui, vi), i ≥ 1. Note that z0, which is of dimension m gives the steady-
state probability vector of the system being empty and the phase of the MAP in various
phases; ui, of dimension mn, gives the steady-state probability vector that the system has i
customers (one in service and i− 1 in the registry) with the service and the arrival processes
in various states; vi, of dimension m, gives the steady-state probability vector that the server
is trying to reach the (earliest) customer among the i that are in “reach” category, and the
arrival process is in one of m phases.

The steady-state vector z is obtained by solving zQ = 0 and ze = 1. Exploiting the
special structure of the generator Q, we solve for z as follows.

z0F0 + u1(S
0 ⊗ I) + qθv1 = 0,

z0(β ⊗ E1) + u1(S ⊕ F0) + θpv1(β ⊗ I) = 0,

u1[R1(S
0 ⊗ I) + qθR2] + v1[F0 − θI +R3(S

0 ⊗ I) + qθR4] = 0,

zi = z1R
i−1, i ≥ 1,

(11)
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subject to the normalizing condition

z0 + z1(I −R)−1e = 1, (12)

and where R, the minimal nonnegative solution to the matrix-quadratic equation: R2F2 +
RF1 + F0 = 0, is partitioned as

R =

(
R1 R2

R3 R4

)
. (13)

The matrix R, of dimension m(n + 1), can be computed either by using the well-known
logarithmic reduction algorithm (see, e.g., [17]) when the dimensions are of reasonable size
or by using (block) Gauss-Seidel method (see, e.g., [29]) taking advantage of the sparsity of
the coefficient matrices appearing in the matrix-quadratic equation. The details are omitted.
Suppose we denote by ρ, the traffic intensity of the classical MAP/PH/1 queue. That is, ,
ρ = λ

µ
. One item that is of interest is to find the value of θ for which ρq = ρ. Setting ρq = ρ

and using equation (10), it is easy to see that

θ =
µ

1− p
. (14)

Obviously, the above equation implies that as p → 1, θ increases to ∞. Note that θ is
undefined when p = 1 indicating that if every customer in the registry is available at the
time of the server reaching out to receive a service, our model will never outperform the
corresponding classical MAP/PH/1 queue. This is not surprising since the customers
who do not enter into service upon their arrivals incur an additional reach out time as part of
their services (from the system’s point of view). We use the term “outperform” in the context
of the system having less customers (on the average) waiting in the system as compared to
the corresponding classical queue. It should be pointed out that “outperform” here does not
necessarily mean the system is serving more customers as there are some customers who
leave the system without getting served due to their choice. Further, the customers, who
cannot enter into service immediately upon their arrivals to the system will probably tend to
their other activities while waiting for the service provider to reach out to them. Thus, these
customers will not negatively view (or rate) the service provider, and may possibly result in
giving a higher rating irrespective of whether they receive a service or not. When p < 1,
one can choose θ for which θ > µ

1−p
, so that the mean number of customers waiting in the

system will be less than the corresponding classical MAP/PH/1 queue.
By taking p = 0 and θ = µ, under the assumptions of exponential service times, it is

easy to verify that our current model behaves like the classical MAP/M/1 queue. That is,
the measures such as the mean number of customers in the system and the probability that
the server is idle (and hence the probability that the server is busy) of the current model are
identical to the corresponding classical MAP/M/1 model. An intuitive explanation is as
follows. When p = 0, the server after reaching out to a customer will become idle and repeat
the same process of reaching out until there are no more customers waiting to be reached
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out. Every reach out results in spending an exponential amount of time with parameter θ
which is taken to be µ. Thus, a reaching out duration is similar to a service duration in the
corresponding classical queue.

3. MAP/M/c-Model
In this section we relax the single server system to a multi-server one but restrict the

service times to be exponential. We now define the following random variables at time t.

• Ĵ1(t) = number of customers in the system (in service plus the ones not reached)

• Ĵ2(t) = number of servers in “reach” state trying to access customers (note that the
number of busy servers is given by min{Ĵ1(t), c} − Ĵ2(t)).

• Ĵ3(t) = phase of the MAP arrival process

Verify that the stochastic process {(Ĵ1(t), Ĵ2(t), Ĵ3(t))} has the state space given by

Ω̂ = {(0, k) : 1 ≤ k ≤ m}
⋃

{(i, j, k) : 1 ≤ j ≤ min{i, c}, 1 ≤ k ≤ m, i ≥ 1}.

Defining

B̂1,0 =

[
µI
qθI

]
, B̂i,i+1 =




E1 0 · · · 0 0
0 E1 · · · 0 0
...

... · · · 0 0
0 0 · · · E1 0


 , 1 ≤ i ≤ c− 1, (15)

B̂i =




E0 − iµI
θpI E0 − (i− 1)µI

2θpI E0 − (i− 2)µI
. . . . . .

(i− 1)θqI µI
iθqI



, 1 ≤ i ≤ c−1,

(16)

B̂i,i−1 =




iµI
θqI (i− 1)µI

2θqI (i− 2)µI
. . . . . .

(i− 1)θqI µI
iθqI



, 1 ≤ i ≤ c, (17)
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F̂0 = I⊗E1, F̂1 =




E0 − cµI
θpI E0 − (c− 1)µI

2θpI E0 − (c− 2)µI
. . . . . .

(c− 1)θqI µI
cθqI



,

(18)

F̂2 =




cµI
θqI (c− 1)µI

2θqI (c− 2)µI
. . . . . .

(c− 1)θqI µI
cθqI



. (19)

Verify that the generator, Q̂, of the LIQBD is of the form

Q̂ =




E0 e′
1 ⊗ E1

B̂1,0 B̂1 B̂1,2

B̂2,1 B̂2 B̂2,3

. . . . . . . . .
B̂c,c−1 F̂1 F̂0

F̂2 F̂1 F̂0

F̂2 F̂1 F̂0

. . . . . . . . .




. (20)

Suppose that ϕ̂ = (ϕ̂0, · · · , ϕ̂c) denotes the steady-state probability vector of F̂ = F̂0 +
F̂1 + F̂2. The vector ϕ̂ satisfying ϕ̂F̂ = 0 and ϕ̂e = 1, can be solved using the equations:

ϕ̂0(E − cµI) + θpϕ̂1 = 0,

(c− i+ 1)µϕ̂i−1 + ϕ̂1(E − [(c− i)µ+ iθp]I) + (i+ 1)θpϕ̂i+1 = 0, 1 ≤ i ≤ c− 1,

µϕ̂c−1 + ϕ̂c(E − cθpI) = 0,

ϕ̂e = 1.
(21)

It is easy to verify the following results using the equations in (21).

(c− i)µϕ̂ie = (i+ 1)θpϕ̂i+1e, 0 ≤ i ≤ c− 1, (22)

µ
c∑

i=0

(c− i)ϕ̂ie = θp
c∑

i=0

iϕ̂ie, (23)

c∑
i=0

ϕ̂i = η, (24)
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where η is as given in (1). Through some simple algebraic manipulations it is easy to verify
that

ϕ̂ie =

(
c

i

)(
µ

µ+ θp

)i(
θp

µ+ θp

)c−i

, 0 ≤ i ≤ c. (25)

That is, ϕ̂ie is given by the binomial probabilities with parameters c and µ
µ+θp

. The classical
stability condition for the LIQBD process with generator given in (20), namely, ϕ̂F̂0e <
ϕ̂F̂2e, yields, λ < θ

∑c
i=0 iϕ̂ie. Now, using the fact that

∑c
i=0 iϕ̂ie = c µ

µ+θp
, we see that

this queueing model is stable if and only if

λ <
cθµ

µ+ θp
. (26)

Suppose that we define the traffic intensity for our current model in the context of MAP/M/c
model as

ρ̂q =
λ(µ+ θp)

cθµ
. (27)

The steady-state vector ẑ, partitioned into vectors of smaller dimension as, ẑ = (ẑ0, ẑ1, · · · )
with ẑi = (ẑi,0, ẑi,1, · · · , ẑi,min{i,c}), i ≥ 1, is obtained by solving ẑQ̂ = 0 and ẑe = 1.
Exploiting the special structure of the generator Q̂, we solve for ẑ as follows.

ẑ0E0 + µẑ1,0 + qθẑ1,1 = 0,

ẑ0E1 + ẑ1,0(E0 − µI) + θpẑ1,1 + 2µẑ2,0 + qθẑ2,1 = 0,

ẑ1,1(E0 − µI) + µẑ2,1 + 2qθẑ2,2 = 0,

ẑi−1B̂i−1,i + ẑiB̂i + ẑi+1B̂i+1,i = 0, 2 ≤ i ≤ c− 1,

ẑc−1B̂c−1,c + ẑc[A1 + R̂A2] = 0,

(28)

subject to the normalizing condition

c−1∑
i=0

ẑie+ ẑc(I − R̂)−1e = 1, (29)

and where R̂ is the minimal nonnegative solution to the matrix-quadratic equation: R̂2F̂2 +
R̂F̂1 + F̂0 = 0.

Here the matrix R, which is of dimension m(c + 1), can be computed along the lines
pointed out earlier. The details are omitted.

Like in the MAP/PH/1 case (see Section 2), the value of θ for which ρ̂q = ρ for the
current model, has the same expression as given in (14). Hence, the discussion on θ and p
holds good here too. Since the service times are exponential here, in the case when p = 0
and θ = µ, our model behaves like the classical MAP/M/c with regard to the mean number
in the system and the probability of the server being idle (and hence the utilization of the
resource).
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4. System Performance Measures
In this section we will list four system performance measures: (a) P(idle) = P(the system

is idle); (b) P(busy) = P(the server is busy serving a customer); (c) P(reach) = P(the server is
busy reaching out to a customer); and (d) µNQ = mean number of customers in the registry,
for our qualitative study of both the models. The relevant expressions for these measures for
both the models are displayed in Table 1 below. It is important to note that P(busy) refers
to the utilization of the server in serving the customers and does not include reaching out
probabilities. A similar interpretation holds good for P(reach).

5. Illustrative Numerical Examples
In this section, we will discuss a few qualitative numerical examples. Towards this end,

we split this section into many to discuss MAP/PH/1-type and MAP/M/c-type models.
In all the cases, we use the following nineteen MAPs. The ones corresponding positive
and negative correlated inter-arrival times are generated using the techniques first spelled
out in [7] and further elaborated with more details in [10].

5.1. Types of arrival processes for the numerical examples

For arrival processes, we consider three processes representing renewal arrivals, eight
negatively correlated arrivals, and eight positively correlated arrivals. In all our examples,
we fix, without any loss of generality, the arrival rate to be one. That is, we take λ = 1.
Before, we proceed further, we need the following notation.

ζm−1 = (1, 0, · · · , 0), Um−1 =




−λ1 λ1

−λ1 λ1

. . .
−λ1


 , U0

m−1 = −Um−1e,

E0 = E0(λ1, λ2,m) =

(
Um−1 0
0 −λ2

)
,

E1 = E1(λ1, λ2, r1, r2,m) =

(
r1U

0
m−1ζm−1 (1− r1)U

0
m−1

(1− r2)λ2ζm−1 r2λ2

)
,

where 0 < ri < 1, i = 1, 2.. Note that the representation (ζm−1, Um−1) of dimension
m − 1 stands for an Erlang distribution of order m − 1 (see e.g., [22]). The representation
(E0(λ1, λ2,m), E1(λ1, λ2, p1, p2,m)) of dimension m can be used to generate a variety of
correlated arrival MAP processes. For more details, we refer the reader to [10].

Renewal processes (RP ):

aE: This is Erlang of order 5 with a rate of 5 in each stage.

aX: This is exponential with parameter 1.
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Table 1. System Performance Measures for MAP/PH/1 and MAP/M/c.

Measure MAP/PH/1 MAP/M/c

P (idle) z0e ẑ0e

P (busy)
[Utilization
in serving]

z1(I −R)−1


 e

0


 1

c

[
∑c−1

i=1

∑i
j=0(i− j)ẑije+

∑∞
i=c

∑c
j=0(c− j)ẑije

]

P (reach)
[Utilization
in reaching]

z1(I −R)−1


 0

e


 1

c

[
∑c−1

i=1

∑i
j=0 jẑije+

∑∞
i=c

∑c
j=0 jẑije

]

µNQ z1R(I −R)−2e
∑c−1

i=1 iẑie+ cẑc(I − R̂)−1e+ ẑcR̂(I − R̂)−2e

−c[P (idle) + P (reach)]

aH: This is hyperexponential having mixing probabilities as (0.5, 0.3, 0.15, 0.05) with the
corresponding rates given by (68.5, 6.85, 0.685, 0.0685).

Negatively correlated processes (NC):

Ni: This is a MAP of order i+ 2, 1 ≤ i ≤ 8, with representation given by

(E0(1.25 + 0.5(i− 1), 2 + 0.5i, i+ 2), E1(1.25 + 0.5(i− 1), 2 + 0.5i, 0.01, 0.01, i+ 2).

Positively correlated processes (PC):

Pi: This is a MAP of order i+ 2, 1 ≤ i ≤ 8,) with representation given by

(E0(1.25 + 0.5(i− 1), 2 + 0.5i, i+ 2), E1(1.25 + 0.5(i− 1), 2 + 0.5i, 0.99, 0.99, i+ 2).

Note that we will normalize the MAPs so that they all will have a mean of 1. The standard
deviations (SD) and one lag correlation coefficients (ρa of the inter-arrival times of these
MAPs are displayed in Tables 2-4 below.

5.2. Examples dealing with MAP/PH/1-type model

In this section we will present a few representative examples dealing with MAP arrivals
and PH−type service times. Towards this end, we identify the three service times used in
these examples.

Table 2. σa and ρa of the renewal process MAPs.

Measure aE aX aH

σa 0.4472 1.0000 4.5787

ρa 0 0 0
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Table 3. σa and ρa of the negatively correlated MAPs.

Measure N1 N2 N3 N4 N5 N6 N7 N8

σa 1.0392 1.0202 1.0123 1.0082 1.00590 1.00443 1.0035 1.0028

ρa -0.3267 -0.4804 -0.5786 -0.6454 -0.6935 -0.7296 -0.7577 -0.7802

Table 4. σa and ρa of the positively correlated MAPs.

Measure P1 P2 P3 P4 P5 P6 P7 P8

σa 1.0392 1.0202 1.0123 1.0082 1.00590 1.00443 1.0035 1.0028

ρa 0.3267 0.4804 0.5786 0.6454 0.6935 0.7296 0.7577 0.7802

5.2.1. Types of PH− services for the numerical examples

sE: This is Erlang of order 4 with a rate of 4 in each stage. The rate in each stage is taken
to be 4µ so that the service mean will be 1

µ
.

sX: This is exponential with parameter µ.

sH: This is hyperexponential having mixing probabilities as (0.6, 0.25, 0.10, 0.05) with the
corresponding rates given by µ(63.1, 6.31, 0.631, 0.0631).

Note that the above PH−distributions all have a mean of 1
µ

and are qualitatively differ-
ent covering a wide variety of scenarios in practice.

5.2.2. Example 1:

In this example, we compare our model to the corresponding classical MAP/PH/1
queueing model by fixing θ = µ

1−p
, and varying p from 0 to 0.99. Recall that λ is fixed to

be 1. As pointed out earlier, a comparison of the two models makes sense and also being
fair only by taking ρq = ρ. The value of µ is therefore obtained as µ = λ

ρ
. We consider four

values for ρ = 0.50, 0.90, 0.95, 0.99 and look at various combinations of arrival processes
and service times. Due to lack of space, we display the graphs of the measure, the ratio of
the mean number in queue. That is, we look at µNQ

µCNQ
, where µCNQ is the mean number of

customers in the queue of the corresponding classical MAP/PH/1 model. In Figures 1 and
2, we display the selected but representative graphs of this ratio, respectively, for renewal
and for (selected) correlated arrival processes.
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Figure 1. Ratio of mean number in queue for renewal arrivals under various scenarios.

Figure 2. Ratio of mean number in queue for correlated arrivals under various scenarios.

From these figures, we notice some interesting trends and observations, and are listed
below.

1. In the case of renewal arrivals, we notice that

(a) when the service times are Erlang (i.e., sE), the ratio decreases as p increases.
However, the rate of decrease is smallest in the case of hyperexponential arrivals,
namely, aH . We also observe that the sensitivity to the type of arrival process
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reduces when p is close to 1. Further, the higher the variability in the arrival
process, the smaller the values of the ratio is. The above observations appear to
be true for the four values of ρ considered. Another interesting point to register
is that the hyperexponential arrivals (i.e., aH) appear to have the ratio to be
consistently less than 1.

(b) when the services are hyperexponential (i.e., sH), the trend is exactly the op-
posite of Erlang service case. Here, the ratio increases as p is increased. Note
also how the ratios widen (between Erlang and hyperexponential arrivals) as ρ
is increased from 0.5 to 0.99. Also, as p increases, the “gap” (the difference
in the ratios between hyperexponential and Erlang arrivals) decreases to a point
whether they are converge to 1. Further, the smaller the variability in the arrival
process, the smaller the values of the ratio. This is direct opposites of what we
noticed for Erlang services. The above observations appear to be true for the
four values of ρ considered. An important point is that the ratios are all less than
1 and approach 1 as p is increased.

2. In the case of correlated arrivals, we observe that

(a) as p is increased, Erlang services provide a decreasing trend, whereas hyperex-
ponential services provide a increasing trend. The decreasing trend is such that
the ratio decreases from a value greater than 1 to 1; where as the increasing trend
is from a value less than 1 to 1.

(b) while in the negatively correlated arrivals one sees the sensitivity of the ratios to
the type of service time distribution whether the coefficient of variation is < 1 or
= 1 or > 1, especially for p ≤ 0.8, we can only say that the sensitivity appears
to be whether the coefficient of variation is ≤ 1 or > 1 for the case of positively
correlated arrivals. That is, for positively correlated arrivals, the ratio behaves
similarly for Erlang and Exponential services.

5.2.3. Example 2:

The purpose of this example is to first search for the minimum value, µ∗, of µ, for
which the mean number in the queue (or registry) of the model under study is close to the
mean number in the queue of the corresponding classical queue. That is, find µ∗ such that
µNQ � µCNQ, for all µ ≥ µ∗. As pointed out earlier, θ depends on p as well as on µ if we
have to compare our model to the corresponding classical queue. Thus, once we identify µ∗

for a given ρ and p, we take θ as θ = µ∗

ρµ∗−p
. In obtaining µ∗, we start with a value for µ, say,

µ = 1, and use a multiplier (d) which is greater than 1. The steps involved are as follows.

Step 0: µ ← 1
Step 1: µ ← dµ, θ ← µ

ρµ−p
.

Step 2: If ρ̂q < 1, go to Step 3. If not, go to Step 1.
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Step 3: Compute µNQ and go to Step 4.
Step 4: If |µNQ − µCNQ| < ε, then µ∗ = µ; otherwise, µ ← dµ, and repeat Step 3.

Note: (a) The multiplier, d, is chosen such that µ∗ can be found as close to the theoreti-
cal minimum as one needs. Noting that as µ increases µNQ decreases to µCNQ provided
p < 1 and hence such a µ∗ is guaranteed to exist. Further, it is obvious that d should be
greater than 1; otherwise µ will decrease and therefore will not be able to identify µ∗.
(b) The quantity ε is a small positive number and here we chose this as follows.

ε =

{
10−1, if µCNQ ≤ 1,

10−3, otherwise.
(30)

For this example, we set λ = 1, vary p from 0.1 to 0.99, consider two values for ρ, namely,
ρ = 0.50, 0.99, and consider various combinations of arrival processes and service times. In
searching for µ∗ we set d = 1.05. Note that any value for d as long as it is greater than 1
will suffice but the degree of closeness to the theoretical value of µ∗ depends on the choice
of d. A value closer to 1 will result in more iterations. First, we display the values of µ∗ in
Figure 3.

Figure 3. Minimum service rates (µ∗) under various scenarios.

Before we highlight some key findings, a few clarification on the legend in this figure.
In the text body of the legend, aE, aX, aH are for RP while 1, 4, 8 refers to N1, N4, N8
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and P1, P4, P8, respectively, for NC and PC segments. A quick at this figure shows that
for

1. Erlang services (sE)

(a) one needs a larger µ∗ as ρ is increased from 0.5 to 0.99;
(b) the sensitivity to the type of arrival processes is seen in the case of small ρ for

all p ≤ 0.90;
(c) the insensitivity to the type of arrival processes as well as to p is seen in the case

of large ρ;

2. Hyperexponential services (sH)

(a) we notice that µ∗ decreases as ρ is increased from 0.5 to 0.99. This is exactly the
opposite of what we noticed under sE services indicating that a higher variability
in the services somehow neutralizes the need for a higher service rate. Note that
in the case of PC arrivals, µ∗ appears to be insensitive to ρ.

(b) we notice the insensitivity to the type of arrivals and to p. This pattern is again
quite different to the one seen under sE services.

In Figures 4, and 5, respectively, we display the graphs of the two measures, P (busy) and
P (reach), under various scenarios.

Figure 4. P(server is busy serving) under various scenarios.
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Figure 5. P(server is busy reaching out) under various scenarios.

A brief summary of observations based on these two figures is given below. First, we
want to mention that these measures are calculated for the parameters set earlier for this
example and for µ = µ∗. Thus, a common platform for comparison purposes is due to the
fact that both these models pretty much have the same mean number in the queue.

1. With respect to P (busy), we notice that

(a) as p increases, a non-decreasing (an increasing for most scenarios) trend is seen
under all scenarios.

(b) the insensitivity to the type of services is seen for p = 0.9 through p = 0.99.

(c) in the case of aH arrivals, we notice a high insensitivity to the type of services
considered for low traffic intensity. However, for a high traffic intensity, the
sensitivity to the type of services considered can be noticed.

(d) for a high traffic intensity, sE and sH services yield different results in that
sH services produce a larger value as compared with sE services. Further, the
sensitivity to all values of p is seen for sE only.

2. With respect to P (reach), we observe that
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(a) in the case of low traffic intensity, the sensitivity to the type of services is seen
only in the case of aE; for all other arrivals including CP , there appears to be
no sensitivity to the type of services.

(b) in the case of high traffic intensity, there appears to be an interesting pattern.
Except for PC case, where sE services appear to have a higher value as com-
pared to sH services, there appears to be a cut-off point, say, p∗, such that for all
p < p∗, sH services appear to have a higher value for the measure as compared
to sE services and for other values of p, sE services have a higher value com-
pared to sH services. The value of p∗ depends on the type of arrivals considered.

5.3. Examples dealing with MAP/M/c-type model

In this section, we will discuss a few representative examples dealing with the same
type of MAP arrivals considered in Section 5.2.

5.3.1. Example 3:

This example is similar to Example 1, in that we are comparing our model here to
the corresponding classical MAP/M/c under various scenarios using the mean number of
customers in the queue. We use the same parameter values for λ, µ, and θ. In addition to
these, we consider two values for ρ = 0.5, 0.99 and four values for c = 1, 2, 4, 8. In Figure 6,
we display the ratio of the mean number of customers in queue, but for c = 4 and c = 8
cases. This is due to the fact that the ratios happen to be 1 for c = 1 and c = 2.

Figure 6. Ratio of mean number in queue under various scenarios.

It is clear from this figure that the ratios are such that
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1. both arrival processes, aH (which has the highest variability among all others) and P8
(which has the highest positive correlation) have higher ratios compared to all other
arrivals. This seems to be the case across all values of p. This indicates the roles of
variability and (positive) correlation.

2. when comparing aH and P8 arrivals, we notice that the graphs of the ratios (as func-
tions of p) cross each other. Initially, P8 arrival has a higher ratio up to a certain point,
say, p∗, and then aH arrival has a higher ratio. This is the case for both ρ = 0.50, 0.99
and for c = 4. However, for c = 8, we see the ratios for these arrivals are such that
for p up to a certain point there is no significant difference, and beyond this point aH
has a higher value. This is the case for both ρ values.

3. a non-increasing (for most scenarios it is a decreasing) trend is seen under all scenarios
as p is increased. It should be pointed out that as p is increased the values of θ increase
and the rate of increase grows exponentially as p is close to 1 (recall that θ = µ

1−p
).

4. for ρ = 0.50 the ratio is less than 1 under all scenarios. This can be intuitively
explained as follows. When p is small, there is a high probability that the service
facility will not have any customers to serve when reaching out to them, and further
the stability condition is such that θ > µ, for all p > 0. [Note that when p = 0,
the ratio will always be less than or equal to one depending on, respectively, whether
θ > µ or θ = µ]. When p is large but less than 1, there is still a positive probability
that some customers will not be available (and hence not served) when reaching out
to them, and furthermore, θ will have to very large to meet the stability condition
resulting in the system having less customers (on the average) waiting to be served.

5.3.2. Example 4:

This example is similar to Example 2, in that we are seeking the minimum service
rate, µ∗, so that the mean number in queue for the model under study is very close to the
corresponding classical MAP/M/c queue. The same criterion as mentioned in that example
in getting µ∗. Similar to the previous examples, we fix λ = 1 and look at two values for
ρ = 0.50, 0.99. Since we are dealing with a multi-server queueing system, the parameter c
is taken as c = 1, 2, 4, and 8. In Figure 7, we display µ∗ under various scenarios.
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Figure 7. Minimum service rates under various scenarios.

It is clear from this figure that µ∗ is insensitive to p under all scenarios. However, the
values of µ∗ depend on the number of servers as well as the type of arrival processes.

Next, we display P (busy) for RP,NC, and PC, respectively, in Figures 8, 9, and 10.

Figure 8. P(server is busy serving) under various scenarios for renewal arrivals.
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Figure 9. P(server is busy serving) under various scenarios for negatively correlated
arrivals.

Figure 10. P(server is busy serving) under various scenarios for positively correlated
arrivals.

Looking at these figures carefully, we notice some interesting observations on the mea-
sure, P (busy), and are summarized below into three groups.

1. For renewal arrivals, the measure is such that
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(a) the behavior is predominantly quite distinct as we go from c = 1 to c = 8. In
the case of ρ = 0.50 we notice an increasing trend as p is increased for all three
arrivals for both c = 1 and c = 2. Also, notice the insensitivity to the type
of arrivals when p is close to 0.9 and higher. when c = 1. In the case when
c = 4 we see a decreasing trend in p for both aE and aX arrivals, while for aH
an increasing trend initially and then a decreasing trend as p is increased. The
insensitivity to p is seen in all three arrivals when c = 8. This indicates that one
needs a reasonably large c to see the insensitivity to p.

(b) for the case when ρ = 0.99, like in item (a) above, we do see a distinct behavior
as c is increased. While for c = 1 and c = 2, we see an increasing trend as p
is increased, the insensitivity to the type of arrivals is seen only in the case of
c = 1. The behavior of this measure, for other cases, exhibit an interesting trend.
For both aE and aX arrivals, a decreasing trend as p increases is seen; however,
for aH arrivals, we notice an initial increasing and then a decreasing trend for
both c = 4 and c = 8. The value of p at which the peak occurs depends on the
value of c.

2. For negatively correlated arrivals, the measure is such that

(a) the behavior is predominantly quite distinct as we go from c = 1 to c = 8. In
the case of ρ = 0.50 we notice an increasing trend as p is increased for all three
arrivals, namely, N1, N4, and N8, for both c = 1 and c = 2. Also, notice
the insensitivity to the type of arrivals when c = 1. However, for c = 4 and
c = 8, we see a non-increasing trend in p for all arrivals. An interesting thing
is we notice the measures differ significantly between N1 and N8 arrivals as c
is increased. However, N4 arrivals appear to have values of this measure almost
coincide with those of N8.

(b) for the case when ρ = 0.99, like in item (a) above, we do see a distinct behavior
as c is increased. While for c = 1 and c = 2, we see an increasing trend as p is
increased as well as the insensitivity to the type of arrivals, the behavior in the
case of c = 4 and c = 8 is exactly the opposite, namely, a decreasing trend in p,
as well as the sensitivity to N1 and N8 (or N4) arrivals.

3. For positively correlated arrivals, the measure is such that

(a) the behavior is similar to the negatively correlated arrivals when c = 1 and c = 2
for both ρ = 0.50 and ρ = 0.99.

(b) for both cases ρ = 0.5 and ρ = 0.99, we notice similar patterns for c = 4
and c = 8. In the case when c = 4, we see initially an increasing trend and
then a decreasing trend. In the case of c = 8, we notice a non-increasing trend.
Further we see the sensitivity to the type of correlated processes under these
combinations.
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Finally, we display P (reach) for RP,NC, and PC, respectively, in Figures 11, 12, and 13.
As is to be expected this measure either stays constant or decreases as p is increased. An
intuitive reasoning for a decrease in this measure as a function of p is as more and more
customers are available at the time of the servers reaching out, the more likely the servers
will start to become busy serving and hence less probability to be in “reach” mode. However,
the interesting thing is the behavior of this measure varies from renewal arrivals to correlated
arrivals. Specific key points are as follows.

Figure 11. P(server is busy reaching) under various scenarios for renewal arrivals.

Figure 12. P(server is busy reaching) under various scenarios for negatively correlated
arrivals.
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Figure 13. P(server is busy reaching) under various scenarios for positively correlated
arrivals.

1. aH arrivals appear to have a higher rate of decrease as compared to the other renewal
arrivals under many scenarios. Only when c = 8 and for ρ = 0.50, we notice an
insensitivity to p for all three renewal arrivals. Further, for aE and aX arrivals, this
measure is zero when c is increased to 4 and above.

2. When dealing with correlated arrivals, as the 1-lag correlation increases (from nega-
tive to positive values, i.e., going from N8 to P8) we notice a non-decreasing trend in
P (reach) under most scenarios. This indicates the role of correlation.

A few takeaways from the above set of examples for the models under study are as follows.
First, note that it is important from the customers’ points of view that they get their ser-

vices as quickly as they can upon their arrivals. However, from the service providers’ points
of view, resources are scarce and should be used very productively and hence to balance
from both the customers and servers points of view, it is better to let the customers know,
when they cannot be served immediately upon their arrivals, that they will be contacted soon
after a free server is available, and that the customers’ position in the queue (if there was
actually a queue) will not change. This way the customers can tend to other errands without
having to wait in non-value added activities. If a customer is not available at the time of the
reaching out by the service provider, the customer will not feel that the quality of service is
bad due to its own unavailability as opposed to the fault of the service provider.
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The set of examples in the context of MAP/PH/1 as well as that of MAP/M/c show
that

1. even a small fraction of customers not available to receive services at the time of
the service provider reaching out results in a better performance (with respect to the
backlog in terms of the mean number of customers waiting in the queue).

2. the trends in the (ratio) of the mean number of customers as a function of p are oppo-
site to each others when dealing with Erlang services and Hyperexponential services.
While we have seen a large increase in the mean number in the queue when going
from Erlang to hyperexponential services, this is the first time we are seeing trends
that are exact opposites to each other.

3. from both customers’ and service provider’s points of view having a “reach” out ap-
proach to provide services have satisfactory results in that customers benefit from
tending to their other activities without having to worry about loosing their positions
in the queue; the service provider benefits from the fact that the customers have less
non-value added times in their waiting times even though the service provider has to
incur some additional time in the form of reaching out to the customers. It is worth
mentioning that a similar observation has been reported in [1, 2].

6. Simulation Approach
In this section, we will briefly discuss a few examples out of many simulated in the

context of MAP/G/c-type call-back queues. The servers are assumed to be homogeneous.
Towards this end, we used ARENA, a powerful and most commonly used simulation soft-
ware in academia and industry (see, e.g., [11, 14]). We look at both constant and Weibull
services. For Weibull, we looked at the 2-parameter family which has the probability density
function given by

F (t) =

{
1− e−

√
2µt, t ≥ 0,

0, t < 0.

The simulated models were validated against the analytical models first. Then, we ran a
number of examples under a variety of scenarios for 250,000 units of time using five repli-
cates. A pictorial description of the simulation model in ARENA is displayed in Figure 14.
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Figure 14. ARENA simulation model for MAP/G/c queues.

For the examples summarized below, we fix λ = 1, µ = 1.5
c
, θ = 5, and consider various

scenarios by varying (i) c = 1, 2, 4, 8, (ii) p = 0, 0.50, 0.95, (iii) the arrival process to be
aE, aH,N1, P1, and (iv) the service times to be constant and Weibull. In Figure 15, we
display the two measures, the probability that the server is busy serving a customer and the
probability that the server is busy reaching out, under a variety of scenarios. It is worth
pointing out that identifier used in the radar chart. The first letter is to identify the type of
arrival process, the second is for the service times, and third one is for the value of p. Thus,
“N C 0.5” in the figure indicates the plotted value is for N1 arrivals having a constant
service time and the value of p is set at 0.5; similarly “P W 0” is for P1 arrivals having
Weibull services and the value of p is 0. The reach out time is assumed to be constant with
a mean given by 1

θ
.

Looking at this figure corresponding to the two measures, we notice (a) as c is increased,
the probability that the server is busy serving customers increases. This might seem to be
counter-intuitive at first; however, on noticing that having multiple servers helps the system
to accept customers at their arrival points as opposed to capturing them through reach out
durations. This is the case for all four arrival processes and for the two services considered;
(b) as p is increased, the probability that the server is busy serving shows a non-decreasing
trend under all scenarios. This is to be expected; (c) as c is increased, the probability that
the server is busy reaching out shows a non-increasing trend. This is to be expected and
also appears to be the case under all scenarios; (d) as p is increased, the probability of the
server reaching out shows a non-decreasing trend. This behavior was observed in our earlier
examples; and (e) the sensitivity to the type of services (constant vs Weibull) used.

A key takeaway from the above simulated example is that the results appear to hold
good for more general services like constant and heavy tailed distribution. Further, this also
gives confidence in the simulation models which can be explored in more detail covering a
wide variety of arrival, service, and reach out distributions.

C  Chakravarthy

80



Figure 15. P(server is busy serving) and P(server is busy reaching out) under various
scenarios.

7. Concluding Remarks
In this paper, queueing models in the context of MAP/PH/1 and MAP/M/c useful

in service industries are studied analytically, and in the case of MAP/G/c, we resorted
to simulation. Illustrative numerical examples are provided to study the behavior of various
performance measures. The models studied in this paper can be generalized in several ways.
First, we can relax the assumption of striking out the customers who do not answer the ser-
vice calls at the first instant by allowing a finite number of attempts to reach such customers.
Secondly, an exhaustive simulation approach similar to the ones studied in [8, 10] can be ap-
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plied under a variety of scenarios including batch arrivals. Thirdly, having a common timer
for all registered customers or individual timer for each registered customer to model the
reach out mechanism would be interesting to study. Finally, one can introduce vacationing
of the server(s) as well as failures and repairs of the server(s). These are currently being
investigated and the results will be reported elsewhere.

Acknowledgments: The comments from the anonymous referees that improved the pre-
sentation of the paper are greatly appreciated by the author.
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