
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
1. Introduction 

In this article we establish a discrete-time general law that relates the average work in 
a queueing system to the conditional waiting times distribution. This law will be used to 
give several applications including multi-server and single server systems. We note that this 
law is a discrete-time version of the continuous time law given by El-Taha [7]. Specifically, 
the law relates the long-run average unfinished work in the system to the conditional long-
run average waiting (sojourn) time distribution and the empirical distribution function of 
service times. The law allows for a wide class of scheduling work-conserving disciplines 
including anticipative and non-anticipative rules. Under the additional condition that the 
workload in the system is invariant with respect to scheduling rules, which includes all 
single server systems and a class of multi-server systems, see El-Taha [6] and references 
there in, this law becomes a conservation law. We use sample path analysis, thus provide a 
proof under weak conditions that require primarily existence of limits and no probabilistic 
assumptions. Our method can be easily extended to the stationary framework by invoking 
the appropriate SLLN and/or the ergodic theorem. There are a few research articles, we are 
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aware of, that deals with conservation laws that include anticipative scheduling systems. 
O’Donovan [17] obtains an expression for a conservation law for the / /1GI G single 
server model with anticipative service disciplines. Ayesta [1] gives a conservation law for 
work conserving single server queues that covers both anticipative and non-anticipative 
disciplines for general inter-arrival and general service times. El-Taha [7] generalizes these 
conservation laws for general input output systems including multi-server queueing models. 
This article gives discrete-time version of the law given by El-Taha [7]. 

Conservation laws that deal with non-anticipative scheduling disciplines relate the 
mean work in a queueing system to the waiting times distribution function. Kleinrock et. al. 
[16] introduce a preliminary version of the law for the / /1M G model. Multi-server non-
anticipative conservation laws are discussed in Heyman and Sobel [13] who extends 
Kleinrock’s et. al. [16] law to multi-server models. See also Wolf [20, p. 455] who discusses 
the law given by Heyman and Sobel [13]. For more information on conservation laws the 
reader may consult Chapter 6 of El-Taha and Stidham [8], Chapter 10 of Wolf [20], Chapter 
11 of Heyman and Sobel [13]. Additional articles that address conservation laws of multi-
server systems include Bartsch and Bolch [3], Dacre and Glazerbrook [4], Federgruen and 
Groenevelt [9], Green and Stidham [11] and Shanthikumar and Yao [18]. 

The issue of the invariance of workload comes up in the context of establishing 
conservation laws. Workload invariance is necessary to establish the validity of the 
conservation law. In a / /1G G single-server model, the workload in the system is invariant 
at all time instants for all sample paths for non-idling work-conserving scheduling rules (see, 
for example, Gelenbe and Mitrani [10, Theorem 6.1]. This invariance property is based on 
the simple observation that the workload in the system at any time instant is unaffected by 
the scheduling rule. This is true because the work in the system will be reduced at a unit rate 
per unit time as long as there is work in the system regardless of the scheduling rule. For 
single server systems (e.g., Kleinrock [16], Kleinrock [15], Gelenbe and Mitrani [10]) 
establish conservation laws that are valid across a large class of work conserving scheduling 
rules. Thus, for single server queues any a law that equates the mean workload in the system 
to other system quantities would be a conservation law. 

The situation is different for multi-server systems. The invariance property of the 
workload in the system does not hold in a sample path sense at every time instant. Counter-
examples where the invariance property in multi-server systems does not hold are given by 
El-Taha [6]. However, a sufficient condition for the invariance property, established by El-
Taha [6], is that all service times are . . ..i i d This . . .i i d condition is more general than 
previously known, it is still restrictive in the sense that it does not permit scheduling rules 
where different classes have different service rates. 

For multi-server systems it is possible for a law relating workload to waiting times to 
hold for each scheduling rule but that workload is not the same for all rules. This notion is 
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first observed by Wolf [20, p. 455]. Therefore, for multi-server systems establishing a 
conservation law necessarily requires establishing invariance at the same time. El-Taha [7] 
generalizes a conservation law by Ayesta [1] to multi-server systems. This is accomplished 
by separating the two issues involved in establishing a conservation law. First the law is 
shown to hold for every discipline, and second the workload is shown to be discipline 
invariant under the . . .i i d service times conditions given by El-Taha [6]. We follow the same 
approach in this article. The laws established in Theorem 3.1 and Theorem 3.2 are valid for 
every scheduling rule. In these laws the asymptotic average workload EV may be different 
for different disciplines in multi-server systems. However for single server systems and 
multi-server systems with . . .i i d service times the asymptotic average workload EV is 
invariant and therefore Theorem 3.1 and Theorem 3.2 give conservation laws. 

We point out that conservation laws rely on the property that the workload in the 
system is unaffected by the scheduling discipline (invariant) as long as the discipline is work 
conserving. The discipline can be preemptive or non-preemptive, non-anticipative or 
anticipative. This is true for single server systems where work, when present, is processed 
at a unit rate regardless of the scheduling discipline, see Gelenbe and Mitrani [10]. The 
situation is different for multi-server systems where workload invariance to scheduling 
disciplines cannot be asserted at every time instance. However, there are multi-server 
systems where mean workload in the system is invariant with respect to scheduling rules. 
The contribution of this article is to establish a law that is valid for a wide range of stochastic 
discrete-time systems, including multi-server and single server systems operating under a 
wide class of work conserving scheduling disciplines that include non-anticipative as well 
as anticipative disciplines; thus providing a discrete-time version of the law given by El-
Taha [7]. This law would be a conservation law for single server systems, and for multi-
server systems under additional conditions, e.g. El-Taha [6], that guarantee the workload is 
invariant with regard to scheduling rules. One interesting application states that the 
unconditional delay (time in queue) for an anticipating scheduling rule is less than the 
unconditional delay for a non-anticipating rule when the covariance of the service times and 
delay for anticipative rules is non-negative and vise versa. 

This article is organized as follows. In Section 2 we give a brief discrete-time review 
of the well-known relation =H G and discuss a related discrete-time conservation law 
that relates unfinished workload, and mean waiting and service times first two moments. In 
Section 3 we give a general discrete-time conservation law based on weak conditions. This 
law relates unfinished workload to the conditional waiting times and the service time 
distribution functions. An interesting feature of the law is that the derivative of conditional 
waiting in the continuous version is replaced by the forward/backward difference. We then 
specialize the law to queueing systems with anticipative scheduling rules. This result also 
extends to multi-server systems a conservation law given by Ayesta [1] for single server 
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queues. In Section 4 we give several special cases and applications that include a 
specialization of the law to multi-server non-anticipative systems and give a pure sample 
path proof of this result. We also give an extension of the conservation law results to multi-
class discrete-time systems; and give applications to non-preemptive anticipative disciplines 
and self service systems. Moreover, we show that the conservation law can be used to 
compare the mean waiting times of anticipative and non-anticipative scheduling rules. 
Additionally, we establish the optimality of the c -rule for discrete-time queues. The 
Appendix contains a list of definitions and notation, and results that are needed in proofs of 
theorems in this article. 

2. Discrete-Time =H G  
Consider a deterministic sequence of integer time points, { , 1},kT k  with 

  <0 1kk TT , 1k , and define ( ) := max{ 1: }kA n k T n  , 0n , so that ( )A n is 
the number of points in ][0,n . We assume that kT  as k , so that there are only 
a finite number of events in any finite time interval ( <)(nA  for all 0n ), and we note 
that ( )A n  as n , since <kT  for all 1.k   Associated with each time point 

kT , there is a function :kf I I ; where I is the set of non-negative integers. The bivariate 
sequence {( , ( )), 1}k kT f k  constitutes the basic data, in terms of which the behavior of the 
system is described. Now, let ( )kf n denote the rate at which customer k incurs cost at time 
n , 1k , 0n , and define   

 
=1

( ) := ( ) , 0 ,k
k

H n f n n


  (1) 

 
=0

:= ( ) , 1 ,k k
n

G f n k


  (2) 

so that ( )H n is the total cost rate at time n and kG is the total cost incurred by customer 
k . 

To motivate our approach we consider Little’s formula = ,L W  which relates mean 
number of customers in a system L to the product of the arrival rate  and mean waiting 
time in the system ,W  and has an economic interpretation that sheds light on its generality 
and also suggests the current extension. Suppose customer k incurs a cost of one dollar per 
unit time while in the system (i.e., while kk DnT  ) and zero cost otherwise, where kT  
( kD ) are the arrival (departure) time of customer k . Let }1{:=)( kkk DnTnf  . Then we 
can interpret the function ( )kf n as the cost rate of customer k at time n . Under this 
interpretation, 

=1
( ) = ( )kk

L t f n  is the total cost rate at time n and
=0

= ( )k kn
W f n is 

the total cost incurred by customer k , so that =L W says that the long-run average cost 
per unit time equals the arrival rate of customers times the long-run average cost per 
customer. The generalization to =H G arises naturally if one allows a more general cost-
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rate function than the indicator of the event }{ kk DnT  . With ( )H n and kG defined by 
(1) and (2), respectively, define the following limiting averages, when they exist: 

 1:= ( ) ,lim
n

n A n 


 

 1

=0

:= ( ) ,lim
n

n j
H n H j


  

 1

=1

:= .lim
m

k
m k

G m G


  

Following Stidham [19] and Heyman and Stidham [14], suppose that the bivariate 
sequence {( , ( )), 1}k kT f k  satisfies the following condition:  

Condition A . There exists a sequence { , 1}kW k  such that / 0k kW T  as k ; and 
0=)(nfk  for [ , ].k k kn T T W   

Condition A says that all the cost associated with the thk customer is incurred in a 
finite time interval beginning at the arrival of the customer, and that the lengths of these 
intervals cannot grow at the same rate as the points themselves, as k . This is a 
stronger-than-necessary condition for =H G (See El-Taha and Stidahm [8] for details), 
but it is satisfied in most applications to queueing systems, in which the time points kT and 

kk WT   correspond to customer arrivals and departures, respectively, and it is natural to 
assume that customers can only incur cost while they are physically present in the system. 

The proof of the discrete-time =H G follows the same steps as the continuous-time 
case given by El-Taha and Stidahm [8].  

Theorem 2.1. Suppose 1 ( )n A n   as n , where  0 , and Condition A  
holds. Then 

(i) if 1
=1

m
kk

m G G  as ,m  where 0 ,G   then 1
=0

( )n

j
n H j  H as 

n , and GH = , provided G is well defined; 

(ii) if 1
=0

( )n

j
n H j H  as ,n  where 0 ,H    then 1

=1

m
kk

m G  G  as 
m , and GH = , provided 1H is well defined.  

The / /G G c  queue: A conservation law between workload and waiting time  

We now show how to use =H G to derive a relation between the time-average 
workload and the customer-average waiting time in the queue in a multi-server system with 
a non-preemptive queue discipline. Consider the discrete-time G/G/c queue. The input data 
consists of the sequence 1}),,{( kST kk , where kT is the arrival instant and kS the work 
requirement of customer k . Let ( ) := max{ : }kA n k T n denote the number of arrivals in 

][0,n . Customers need not be served in order of arrival, but a server is never idle when 
customers are waiting. In this application we shall assume that each server works at unit rate 
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and that the queue discipline is non-preemptive. Let ,q kW denote the waiting time in queue 
(delay) of the thk customer. Assume each of the following limits exists and is finite:   

 1

=1

:= ,lim
m

k
m k

ES m S


  

 2 1 2

=1

:= ,lim
m

k
m k

ES m S


  

 1
,

=1

:= ,lim
m

q q k
m k

EW m W


  

 1
,

=1

:= .lim
m

q k q k
m k

ESW m S W


  

Here, ES is the long-run average service time, 2ES is the long-run empirical second 
moment of service times, and qEW is the long-run average waiting time in queue 
(excluding time in service). Note that these are sample-path averages, even though we use 
a notation suggestive of expectations. Let   

 }<1{=)( ,kqkkkk WTnTSnf   

 , , ,( ( ))1{ }.k k q k k q k k q k kS n T W T W n T W S          

That is, ( )kf n is the work remaining to be done for the thk customer at time n . Thus  

=1

( ) = ( )k
k

V n f n


  

is the total amount of unfinished work in the system at time n . Let  
1

=0

:= ( ) ,lim
n

n j
EV n V j


  

when the limit exists. Now let ( ) = ( )H n V n and  
2

,
=0

= ( ) = ( ) / 2 ;k k k q k k k
n

G f n S W S S


   

1 2 2
,

=1

= [ ( ) / 2] = ( ) / 2 .lim
n

k q k k k q
m k

G m S W S S ESW E S S


     

Since , ,ES  and qEW are well defined and finite, Conditio A holds with 

kkqk SWW ,= , the waiting time of the thk customer in the system. Applying GH = , we 
conclude that  

           .)/2(= 2 SSEESWEV q                               (3) 

The first term is the total amount of work associated with customers waiting in the queue, 
and the second term is the residual service time. In contrast, for continuous-time models the 
the residual service time is given by /22ES . Now suppose the sequences { , 1}kS k  and 

1},{ , kW kq , are asymptotically pathwise uncorrelated, that is,   
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1
,

=1

= = .lim
m

q k q k q
m k

ESW m S W ES EW


  (4) 

This will be true w. p. 1 for stochastic models with service-time independent scheduling 
rules, that is, models in which the rule for selecting the next job to process does not use 
information about the processing times of jobs. The FIFO queue discipline is an example 
of such a rule. In this case (3) reduces to:  

.)/2(= 2 SSEESEWEV q                              (5) 

We will refer to this law later in this article. 

3. The General Conservation Law 
In this section we give the discrete-time general conservation law that states that in 

queueing context the asymptotic average workload in the system is related to the conditional 
asymptotic average sojourn time and the service times distribution function. The analysis 
uses a sample-path approach as in El-Taha and Stidham [8] and utilizes = .H G  Our 
problem setup is given at great generality. Our interpretations are given in the context of 
queueing systems. 

For ,1,2,= k  consider the deterministic non-negative triplet sequence 
{ , , ( , )}k k kT S a xW ; such that 10 < ,k kT T     and 0 <kS  are sequences of non-
negative integer-valued numbers. We assume that kT  as k  so that there are only 
a finite number of events in any finite time interval. For all non-negative integers ,a x such 
that ,ka x S   let ( , )k a xW be a monotone, non-decreasing in ,a  integer-valued 
function such that (0, ) = 0k xW at kT and ( , ) = < .k k k kS S W W  When = ,a x  we shall 
use the notation ( , ) = ( )k kx x xW W . Moreover, for ,1,2,= k  let 

             ( ) = ( ( , )1{ }k k k k k k k kV n S n T S T n T W    A ,  

where 1( , ) := ( , ) = min{ : ( , ) },k k k k k kS S a a S   W WA 0 ,kW  is the generalized 
inverse of ( , )k ka SW . Moreover, for ,x I  and ,n I  ( I  is the set of non-negative 
integers), let  

 
=1

( ) := ( ) ;k
k

V n V n


  

 1

=1

( ) := 1{ = };
m

m k
k

f x m S x   

 1

=1 =0

( ) := 1{ } = ( ) ;
m x

m k m
k y

F x m S x f y    
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=1

=1

( , ) 1{ = }
( , ) := ;

1{ = }

m

k k
k

m m

k
k

a x S x
a x

S x





W
W                               (6) 

and define the following limits when they exist  

 ;)(lim=)( xfxf m
m 

 

 ;)(lim=)( xFxF m
m 

 

 1

=1

= ;lim
m

k
m k

EW m W


  

 ( , ) = ( , ) ;lim m
m

a x a x


W W  

 1

=0

= ( ) .lim
n

n j
EV n V j


  

We assume that ( , )m a xW and ( )mF x converge respectively to ( , )a xW and )(xF  
uniformly in x as m . Note that we use the suggestive notation EV and EW to 
indicate long-run averages. Later, we shall use the notation E[.] to indicate expected values. 

We need additional definitions and notation. For some function ,g let 
( ) = ( 1) ( )f

x g x g x g x   and ( ) := ( ) ( 1)b
xg x g x g x   denote the forward and backward 

first order differences respectively. Note that ( ) = ( 1).f b
x xg x g x    We will drop the 

subscript x when dealing with single valued functions. A queueing discipline is said to be  
anticipative if for all x , ( , ) = 0f

x a x  W (i.e., ( , ) > 0f
x a x W or ( , ) < 0f

x a x W ), and  
non-anticipative if ( , ) = 0f

x a x W for all .a x  We say a queueing system is work 
conserving if no work is created or destroyed while in the system. Moreover, we allow 
preemptive and non-preemptive queueing disciplines. 

As in El-Taha [7], at this level of generality, think of the system as a black box where 
entities arrive at times { }kT at rate  . Associated with each entity is a clock (variable) with 

}{ kS  units. The clock is set to 0  at time kT (arrival) and advances to kS exactly at 
departure time kk WT  , that is (0, ) = 0k kSW at kT and ( , ) = ,k k k kS S WW  equivalently 

(0, ) = 0k kSA and ( , ) = .k k k kW S SA  The timer can stop and start (interruptions) countably 
may times, and it can slow down and speed up, but cannot restart and no extra time can be 
added (work-conserving). 

In the context of a queueing system, the above quantities have the following 
interpretation: We think of { , }k kT S as the thk customer arrival time, and service 
requirement respectively. Moreover, kW  is interpreted as the sojourn time (waiting time in 
system) of the thk arrival, ( , )k a xW is interpreted as the thk customer waiting time until it 
receives a  units of service given that it requires x a units of service. In this case, we 
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may write 
=0

( , ) = max{ 0 : ( ) = }u
k k kn

a x u n T a W , where ( ) =1k n if thk arrival is in 
service at time n  and 0  otherwise. It is interesting to note that 1( , )k kSW represents the 
attained service time, and thus ( )kV n represents the residual service time of the thk arrival 
at time n , ( )V n represents the total unfinished work in the system at time n . Moreover,

( , )a xW represents the long run average conditional sojourn time of all customers with a  
units of attained service among all customers with x a units of service requirement; and
EV represents the asymptotic average unfinished workload in the system. Additionally,

( )F x is the asymptotic frequency distribution of the service times. These interpretations 
are not necessary for the next two results. Now we state and prove the main theorem. 

Theorem 3.1. Suppose that all limits are well defined, the arrival rate is <<0  , and 

that 0
k

k

T
W  as k . Then  

 
=0 =0

( , ) ( ) = .
x

x a
a x f x EV



W       (7) 

Proof. We use the discrete-time GH = , given in Section 2, to prove this result. Let 
( ) = ( ( , ))1{ })k k k k k k k kf n S n T S T n T W    A  be the remaining service requirement for 

thk  arrival, so that
=1

( ) = ( )kk
H n f n represents the total unfinished work in the system at 

time n , thus  

 1

=0

:= ( ) = .lim
n

n j
H n H j EV


  

Here,
=0

= ( )k kn
g f n is the cumulative contribution of the thk customer to the total 

unfinished work in the system, so that  

 
=0

= ( ( , ))1{ })k k k k k k k k
n

g S n T S T n T W


     A  

 
=

= ( ( , ))
T Wk k

k k k k
n Tk

S n T S


  A  

 
=0

= ( ( , ))
Wk

k k kS S


 A  

 
=0

= ( , ) .
Sk

k k
a

a SW  

Now divide the numerator and denominator of (6) by m , and use the definition of )(xfm  
to obtain  

 1

=1

( , ) ( ) = ( , ) 1{ = }.
m

m m k k
k

a x f x m a x S x W W  (8) 
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Sum both sides of (8) using  x

ax 0=0=
. First summing r.h.s. of (8) then taking limit as 

m  leads to  

 1

=0 =0 =1

( , ) 1{ = }lim
x m

k k
m x a k

m a x S x





 W  

 1

=1 =0 =0

= ( , ) 1{ = }lim
m x

k k
m k x a

m a x S x





W  

 1

=1 =0

= ( , )lim
Sm k

k k
m k a

m a S


W  

 1

=1

= lim
m

k
m k

m g


  

 .= G  
Now sum the l.h.s. of (8) and take limits to get 

 
=0 =0 =0 =0

( , ) ( ) = ( , ) ( ).lim
x x

m m
m x a x a

a x f x a x f x
 


 W W  

Thus, we have shown that  

 
=0 =0

= ( , ) ( ) .
x

x a
G a x f x



W  

Proof of the theorem follows by using = .H G  

Remarks. 

(i) The sufficient condition 0k

k

W
T

 as k  is needed to apply = .H G  A weaker 

sufficient condition is 1
=1

= lim
n

n kk
W n W

  is well-defined and < . In queueing 

systems, this sufficient condition is satisfied if the stronger condition <2ES . 
(ii) Theorem 3.1 is valid for a wide range of queueing disciplines. The discipline can be 
non-anticipative or anticipative. When the discipline is non-anticipative, it is valid for all 
work conserving non-preemptive disciplines as well as preempt-resume scheduling rules. 
(iii) Under additional conditions, Theorem 3.1 can also be an invariance relation in the sense 
that EV is invariant for all scheduling disciplines. This is true for any / /G G c work-
conserving non-anticipative queueing system, with possibly batch arrivals, if service times 
are . . .i i d and the discipline is non-preemptive, for more details see El-Taha [7, 6]. Theorem 
3.1 is invariant for single server / /1G G systems, Gelenbe and Mitrani [10].  

In the next result we give an alternative form of relation (7) under an additional mild 
condition. Note that by definition 2 1 2

=1
= .lim

m
m kk

ES m S
   Because we use a 

deterministic framework the fact that 2 2
0

= ( ) < ,ES x f x
  needs justification. It can be 

shown that this follows from the assumption  
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1 2

=1

1{ > } = 0 ;lim lim
m

k k
m k

m S S




 
  

which is a sample path analogue of uniform integrability; see El-Taha [5].  

Theorem 3.2. Under the conditions that 2 2
0

= ( ) < ,ES x f x
  and ( , ) / <lim

x
a x x


W , 

we have  

 
=0 =0

( 1) ( , ) ( ) = .
x

f c
x

x a
x a x F x EV

  
   

 
 W W  (9) 

where ( ) =1 ( )cF x F x is the complement of the service times distribution function.  

Proof. We use Theorem 3.1 and discrete integration by parts; see Lemma 6.1 in the 
Appendix. Let

=0
( ) = ( , )x

a
v x a x W and )(=)( xfxuf , so that 

=0
= ( , ) ( 1)xf f

x xa
v a x x    W W , and 1)(=)(  xFxu c . Now  

 
=0 =0

= [ ( , )] ( )
x

x a
G a x f x



 W  

 
=0 =0 =0=0

= ( 1) ( , ) ( ) ( , ) ( 1) .
x x

c c f
x

a x ax

F x a x F x a x x
         

 
  W W W  

We need to show that  

 
=0

( 1) ( , ) = 0 .lim
x

c

x a
F x a x


 W  

Note that ( , ) ( , ) = ( )a x x x xW W W . Therefore  

 
=0

( 1) ( , ) ( ) ( 1) .lim lim
x

c c

x xa
F x a x x x F x

 
  W W  

Now, the condition that service times have finite second moments, and Lemma 6.3 in 
the Appendix imply that 0=)(lim 2 xFx c

x  . Therefore,  

 
=0 =0

= ( ) ( , ) ( 1) ,
x

c f
x

x a
G F x a x x

  
   

 
  W W  

which complete the proof of the Theorem. 

Remark. We point out that the conservation laws in Theorem 3.1 and Theorem 3.2 are the 
discrete-time equivalents of Corollary 2.2 and Theorem 2.1 of El-Tha [7] respectively. 
However the conditions needed for these results are reversed. Specifically, the conditions 
for Theorem 3.1 are similar to those of Theorem 2.1, not the stricter conditions of Corollary 
2.2 of [7]. Similarly, conditions for Theorem 3.2 are similar to those of Corollary 2.2, not 
the weak conditions of Theorem 2.1 of [7]. 

Theorem 3.1 provides a generalization of the single server conservation law obtained 
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by O’Donovan [17] to the discrete-time multi-servers case. Start with (7) and make the 
change of variable =a x r to obtain  

 
=0 =0

= ( , ) ( ) .
x

x r
EV x r x f x



W  

Use discrete integration by parts, as in Lemma 6.1 in the Appendix, on the inner sum with 
respect to r , and interchange the order of summation to obtain  

 
=0 =

= ( 1) ( , ) ( ) ;f
r

r x r
EV r x r x f x

 

    W  

which is a discrete-time multi-server equivalent of equation (9) in O’Donovan [17]. 
We have shown that Theorem 3.1 and Theorem 3.2 are valid for any input-output 

system. The next corollary shows that the condition ( ) / <limx x x W can be shown to 
hold in stable non-preemptive multi-server queueing systems. 

Corollary 3.3. Consider a discrete-time multi-server non-preemptive queueing model 
cGG //  with 1</= cES , 2 2

0
= ( ) <ES x f x

 , and a work conserving scheduling 
discipline. Then (7) and (9) hold.  

Proof. The proof is similar to Corollary 2.3 of El-Taha [7]. We give an outline. We need to 
show that  

 ( ) / < .lim
x

x x


W  

Now a full busy period starts when all servers become busy for the first time and ends when 
for the first time a server becomes idle; so ( )xW is bounded above by x  plus the full busy 
period. Let [ ( )]fE B y be the expected full busy period of a / /G G c queueing model 
initiated by a workload of size .y  The key idea here is that this full busy period is smaller 
than the corresponding busy period of a single server queue with service rate .c  By 
Lemma 6.2 in the Appendix, for the single server model with  c< , ( c  is the service 
rate of a single server) the expected busy period [ ( )]E B y is bounded above. This complete 
the proof.   

The non-preemptive condition in the Corollary 3.3 can be relaxed to allow limited 
preemption where preemption of service times is limited to one full busy period, i.e. 
customers in service after the end of a full busy period will complete their service without 
further preemption. Moreover, the non-preemptive condition in the Corollary can be 
removed completely in stable single-server systems. 

4. Applications 
In this section we give several applications of the conservation laws, specifically, we 

show how this law is applied in multi-class systems, non-preemptive anticipative systems, 
and self service and loss systems. We also compare the performance of anticipative vs non-
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anticipative systems. 

4.1. Waiting time in queue 

Here we give versions of Theorem 3.1 and Theorem 3.2 that relate unfinished work in 
the queue and waiting time in queue (excluding service times). Let ( , ) = ( , )qa x a x aW W  
where ( , )q a xW is interpreted as the conditional mean waiting time in queue (excluding 
service time) until the customer receives a  units of service of customers with x  units of 
service requirement. For preemptive disciplines ( , )q a xW can be thought of as the wasted 
time, which is time in the system beyond the attained service. Using Theorem 3.1 and 

( , ) = ( , )qa x a x aW W , we obtain  

   
=0 =0

= ( ( , )) ( )
x

q
x a

EV a a x f x


 W  

   
=0 =0

( 1)= ( ( , )) ( )
2

x

q
x a

x x a x f x
 

 W  

      
2

=0 =0

( )= ( , ) ( ) ;
2

x

q
x a

E S S a x f x 


 W                         (10) 

where
2( )
2

E S S represents the expected residual work in service in a queueing system. 

Let EU be the long-run average work in queue defined similar to ,EV then 

2
)(=

2 SSEEVEU 

  will satisfy the following law.  

 
=0 =0

= ( , ) ( ) .
x

q
x a

EU a x f x


W  (11) 

Similarly, using Theorem 3.2, Corollary 6.5 of the Appendix and 
( , ) = ( , )qa x a x aW W  for all xa  , we obtain  

=0 =0

= ( 1) 1 [ ( , )] ( )
x

f c
q x q

x a
EV x x a a x F x

  
      

 
 W W  

 
2

=0 =0

( )= ( 1) ( , ) ( ) .
2

x
f c

q x q
x a

E S S x a x F x 
  

    
 

 W W  (12) 

Thus  

 
=0 =0

= ( 1) ( , ) ( ) .
x

f c
q x q

x a
EU x a x F x

  
   

 
 W W  (13) 

Combining (11) and (13) we obtain  
Corollary 4.1. Under the conditions of Theorem 3.2  

 
=0 =0 =0 =0

= ( , ) ( ) = ( 1) ( , ) ( ).
x x

f c
q q x q

x a x a
EU a x f x x a x F x 

   
   

 
  W W W  
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In the next subsection we focus on systems with non-anticipative scheduling rules. 

4.2. Systems with non-anticipative scheduling rules  

Systems with non-anticipative scheduling represent an important class of models 
covered by Kleinrock [15] and Heyman and Sobel [13]. This is represented as a special case 
of Theorem 3.1 as we show in the next result.  

Theorem 4.2. Consider a discrete-time multi-server queueing model / /G G c with work 
conserving non-anticipative scheduling discipline. When all relevant limits are well defined, 
we have  

=0

( ) ( 1) = .c

x
x F x EV



W   (14) 

where ( )cF x is the complement of the service times distribution function.  

Proof. Since the discipline is non-anticipative ( , ) = ( , ) = ( )a x a a aW W W , then using (7) 
and interchange limits, we obtain  

=0 =0

= ( , ) ( )
x

x a
EV a x f x



W  

 
=0 =

= ( ) ( )
a x a

a f x
 

 W  

=0

= ( ) ( 1) ;c

a
a F a



W  

which completes the proof. 

The proof of Theorem 4.2 can be obtained from Theorem 3.2 as a special case by noting 
that ( , ) = 0f

x a x W for non-anticipative disciplines. 
This Theorem is a discrete-time version of a similar result given by Heyman and Sobel 

[13]. However, we have to be careful when using this result in multi-server systems. For 
example, this result holds for the FCFS , LCFS , and SPT disciplines, but EV is not, 
necessarily, the same for all disciplines. The invariance property holds under the additional 
stochastic assumptions that the scheduling discipline is non-preemptive and the service 
times are ... dii ; see El-Taha [6]. 

4.3. Systems with non-preemptive anticipative disciplines 

In this subsection we assume that scheduling rules are non-preemptive and give new 
results. For non-preemptive possibly anticipative disciplines we can write 

( , ) = ( )qa x x aW W , 0>a  where ( ) = ( , )q qx a xW W is the conditional mean waiting time 
in queue (excluding service time) of customers with x units of service requirement. An 
example of a discipline that is non-preemptive and anticipative is the shortest processing 
time (SPT), also known as shortest job first (SJF). Using Corollary 3.3, an argument similar 
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to (10), and assuming a non-preemptive discipline, we obtain 

 
=0 =1

= ( ( )) ( )
x

q
x a

EV a x f x


 W  

 
2

=0

( )= ( ) ( ) .
2 q

x

E S S x x f x 


  W  (15) 

This conservation law has been obtained in continuous time in the single server case 
by Ayesta [1], and has been extended to the multi-server case by El-Taha [7]. See also 
Baccelli and Brémaud [2, p. 163]. 

Now suppose we have a stochastic multi-server system and let qW  be a random 
variable that represents the waiting time in queue. Using the expectation notation [.]E , (15) 
can be written as  

 ;)(]=|[
2

][=][
0=

2

xfxSSWESSEVE q
x




   

 .][
2

][=][
2

qSWESSEVE 


  (16) 

Moreover, if the waiting time in queue is independent of service times, i.e. ( ) = [ ]q qx E WW  
for all x values. Then using (15) again we obtain  

.][][
2

][=][
2

qWESESSEVE 


  (17) 

Note also that (17) can be obtained from (16) by the assuming the scheduling discipline to 
be service time independent; see Section 2 of this article and El-Taha and Stidham [8, pp. 
175-177]. The next result shows that a scheduling discipline is non-anticipative iff the 
covariance of qW and S is 0 .  

Corollary 4.3. A non-preemptive scheduling discipline is non-anticipative, i.e. 
( ) = 0f

x q x W  for all Ix , if and only if 0=),( SWCov q .  

Proof. Use (12) and note that non-preemption implies that ( , ) = ( )q qa x xW W  to obtain  

 
2

=0 =0

[ ][ ] = ( 1) ( ) ( )
2

x
f c

q x q
x a

E S SE V x x F x 
  

    
 

 W W  

 
2

=0

[ ]= ( 1) ( 1) ( ) ( ) .
2

f c
q x q

x

E S S x x x F x 
        W W  (18) 

Comparing (16) and (18), we obtain  

 
=0 =0

[ ] = ( 1) ( ) ( 1) ( ) ( ) .c f c
q q x q

x x
E SW x F x x x F x

 

    W W  (19) 

Now suppose the scheduling rule is non-anticipative then ( ) = 0f
x q x W , is equivalent to 
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( )q xW  is independent of x , that is ( ) = [ ]q qx E WW . Therefore  

=0

[ ] = ( 1) ( ) = [ ] [ ] .c
q q q

x
E SW x F x E W E S



W  

Thus 0=),( SWCov q . Conversely, suppose 0=),( SWCov q . Then  
( ) = ( | = ) = [ ]q q qx E W S x E WW . Therefore  

 
=0 =0

( 1) ( ) = [ ] ( ) = [ ] [ ] .c c
q q q

x x
x F x E W F x E W E S

 

 W  

Using (19), we conclude that ( ) = 0f
x q x W . 

The conclusion of Corollary 4.3 can be strengthened when service times are 
geometric/modified geometric as indicated in the Corollary below.  

Corollary 4.4. Let S  be a r.v. with a modified geometric distribution defined as
pqxSP x=)=(   for 0>;0,1,= px  , and pq 1= ; and 0 , otherwise. Then 

(i) 1
=0

( , ) = ( 1) ( ) ( ) ;f
q x qx

Cov W S qp x x f x   W  and 

(ii) 0)0)(<0(>=),( SWCov q  if and only if  for all ,x  ( ) = 0(> 0)(< 0)f
x q x W  

respectively. 

Proof. It follows from the memoryless property of service times that )(][=)( xfSExF c , 
where </=][<0 pqSE . Therefore, using (19), we obtain.  

 
=0

[ ] = [ ] [ ] ( 1) ( ) ( ) .f c
q q x q

x
E SW E S E W x x F x



   W  

Thus (i) follows. Part (ii) follows from (i). 

4.4. Anticipative Vs non-anticipative disciplines 

In this subsection we show the effect on waiting time of selecting an anticipative 
service time discipline versus non-anticipative one. The results are discrete time versions of 
the continuous time results obtained by El-Taha [7]. We assume a discrete multi-server 
system for which the invariance property holds. The first result compares an anticipative 
service time discipline versus non-anticipative one, with possibly preemptive rules. 

Corollary 4.5. Consider a work-conserving stable queueing system that satisfies the 
invariance property, and let 1 denote a non-anticipative discipline, and 2 denote an 
anticipative discipline such that for all xa <0  ,  

2 ( , ) 0 .f
x a x W  

Then  

 2 1

=0 =0

( ) ( 1) ( ) ( 1) .c c

x x
x F x x F x 

 

   W W  (20) 
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Moreover, if service times have a geometric distribution defined as 1( = ) = ,xP S x q p

=1,2, ; > 0, =1x p p q , then  

.][][ 12  WEWE   (21) 

The inequalities in (20) and (21) are reversed when 2( , ) 0 .f
x a x W   

Proof. Using Theorem 3.2 and Theorem 4.2, we have  

 2 2 2

=0 =0

[ ] = ( 1) ( , ) ( )
x

f c
x

x a
E V x a x F x  

  
   

 
 W W  

1

=0

= ( ) ( 1)c

x
x F x



W  

 .][= 1VE  
Therefore, 2( , ) 0f

x a x W implies that 2 1
=0 =0

( 1) ( ) ( ) ( 1)c c
x x

x F x x F x  
   W W . 

A change of variable proves the first part. When service times have a geometric distribution 
we have 1)(][=)( xfSExF c . Substitute in (20) to obtain the second part of the result. 

It is interesting that in Corollary 4.4 either the geometric or the modified geometric 
distribution would work while in Corollary 4.5 only the geometric distribution is needed for 
(21) to hold. Note also that Corollary 4.5 allows a scheduling rule to be preemptive. For 
non-preemptive disciplines it is easy to see that ( ) = ( )qx x xW W . Using this property we 
have the following result.  

Corollary 4.6. Consider a work-conserving non-preemptive stable queueing system that 
satisfies the invariance property, and let 1  denote a non-anticipative discipline, and 2  
denote an anticipative discipline such 2( , ) 0.qCov W S   Then ][][ 12 

qq WEWE  . The 

inequality is reversed if 0),( 2 SWCov q
 .  

Proof. Using (16) and (17) we obtain  

 
2

2 2[ ][ ] = [ ];
2 q

E S SE V E SW  
  

 .][][
2

][=][ 1
2

1  
qWESESSEVE 

  

By the invariance property ][=][ 12  VEVE , so that ][][=][ 12 
qq WESESWE . Thus  

.][][=][][),( 122 
qqq WESEWESESWCov   

By the condition that 0),( 2 SWCov q
 , we conclude that ][][ 12 

qq WEWE  . 

Now, we consider a / /1B G discrete-time single server model with Bernoulli arrivals, 
general service times, and a server that works at a unit rate. The workload in this model is 
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invariant for all work-conserving scheduling rules. By Corollary 4.5, 2( , ) 0f
x a x W  is 

a sufficient condition for an anticipating discipline to have a smaller waiting time than non-
anticipating discipline. For the / /1B G non-preemptive anticipative SPT discipline, one 
can adapt the continuous-time priority queue discipline material in Gross et. al. [12], pp.150- 
155), to show that for our discrete-time model  

 
2

2
[ ] / 2( , ) = ;

[1 ( )]
E S Sa x a

x








W  (22) 

where 
0

( ) = ( ) < 1xx yf y   for all <<0 x . Because 1)(<)( xx   for all 0x , 
One can see from (22) that for the SPT  rule, 2( , ) > 0f

x a x W , and thus it has lower 
waiting time than any non-anticipating discipline. 

4.5. No-wait multi-server systems 

For multi-server loss and infinite server systems, ( , ) =a x aW  and ( , ) = 0f
x a x W . 

Now for the infinite server system Theorem 3.2 leads to  

 .]/2[=)(1)(=][ 2

0=
SSExFxVE c

x




  (23) 

For loss systems with c  servers the workload is obtained from (23), by noting that the 
effective arrival rate is give by (1 ( ))p c  where )(cp  (e.g., Corollary 7.8 of El-Taha and 
Stidham [8]) is the blocking probability. Thus  

 .]/2[))((1=][ 2 SSEcpVE   

4.6. Fixed priority multi-class systems 

We give an application that involve deriving a conservation law for a fixed priority 
multi-class multi-server system. This result characterizes a conservation law for non-
preemptive multi-server systems. For this system the limiting averages are assumed to be 
well-defined. For Jj ,1,=  , let [ ]jE V be class j workload in the system, [ ]jE W be 

class j long-run average waiting time in the system, 2= [ ] / 2 [ ],j j j jE S S E S 

jjSE 1/=][ , and cSE jjj ]/[=  . Note that ][][=][ jqjj SEWEWE  , where [ ]qjE W is 
class j long-run average waiting time in the queue.  

Theorem 4.7. Consider a work-conserving / /G G c multi-server system that satisfies the 
invariance property with a set J containing J classes. Let J denote the set of all 
scheduling rules ,  which are non-preemptive, within each class jJ . Then, under 
any J the workload [ ]E V and the vector of mean waiting times in the system 

])[,],[( 1 JWEWE   satisfy, 
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=0 =0

[ ] = ( 1) ( , ) ( ) .
x

f c
j j x j j

j x a
E V x a x F x





 
   

 
  W W

J

 (24) 

Moreover, if in addition, the scheduling rules are non-preemptive and non-anticipative, then  

 [ ][ ] = .j
j j j j

j j j j

E VE W
c


  

  

   
J J J

 (25) 

Proof. Theorem 3.2 applies for each class .j  Now (24) follows by noting that 
[ ] = [ ].jj

E V E V
 J

Using equation (12), and noting that ( , ) = 0f
x j a x W and 

( ) = [ ]q qx E WW  for non-anticipative and non-preemptive disciplines respectively, we 
obtain  

 [ ] = [ ]j
j

E V E V



J

 

 2

=0

= [ ] ( ) [ ] / 2c
j qj j j j

j x
E W F x E S S





 
  

 
 

J

 

 2= [ ] [ ] [ ] / 2j qj j j j
j

E W E S E S S


   
J

 

 = [ [ ] ].j qj j j
j

c E W c  



J

 (26) 

Now using [ ] = [ ] / , ;j qj j j j jE W E W j    J  we obtain the desired result.  

Theorem 4.9 is similar to the continuous version except that now 
][]/2[= 2

jjjj SESSE  , instead of 2= [ ] / 2 [ ]j j jE S E S for the continuous case. Note also 
that equations (24) and (25) are valid for a wide variety of systems. However, at this level 
of generality [ ]E V will depend on the scheduling rule. For [ ]E V to be invariant with 
respect to scheduling rules we need the scheduling rules to be non-anticipative and the 
additional condition that in multi-server systems the service times are . . .i i d for all classes; 
see El-Taha [6] for details. Moreover, for (25) to be computationally useful we need to be 
able to compute ][VE . This can be done in the single server Bernoulli arrivals FCFS case. 
By FCFS , and BASTA (Bernoulli Arrivals See Time Averages),(e.g., Chapter 3 of El-
Taha and Stidham [8]), it follows that ][=][ qWEVE , so that using (5) leads to  

 .]/2[][=][ 2 SSEWEWE qq   
Simplify to obtain  

 .
)2(1

][=][=][
2





 SSEWEVE q  (27) 

Even though FCFS is used, this formula for [ ]E V is valid for all invariant scheduling 
rules. 
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4.7. The c -rule for discrete time queues 

Consider a multi-class single-server discrete time system with Bernoulli arrivals and 
general . . .i i d service times, and let = {1, , }JJ  be the set of all customer classes. Let 

jc  be the class Jjj 1,2,=;  holding cost rate in queue, i.e., the cost per customer per 
unit time in queue. In this subsection we show how conservation and strong conservation 
laws can be used to give a proof to the c -rule for discrete time queues. The c -rule 
states that it is optimal to serve classes in the order of the largest j jc  values, the remaining 
classes are assigned similarly. The objective is to find the optimal policy that minimizes 

][ qjj
J

j
Lc , where [ ]qjL is the mean number of the j -class customers in the queue. By 

Little’s law this is equivalent to  

 .])[(=][)(=][=][ jjj

J

j
qjjjj

J

j
qjj

J

j
qjj

J

j
UcWcWcLc    

It follows from Subsections 4.1 and 4.2 that  

 ;][=][ qWEUE   (28) 

 .]/2[][=][ 2 SSEWEVE q   (29) 

Also (28) and (29) are valid for each class jJ , that is  

 ;][=][ qjjj WEUE   (30) 

 .]/2[][=][ 2
jjjqjjj SSEWEVE   (31) 

We shall need the following preliminary result.  

Lemma 4.8. For any multi-class system  

 .]/2[=]/2[= 22 SSESSE jjj

J

j
jj

J

j
   

Proof. Sum both sides of (31) to get  

 ][][=]/2[
1=1=

2

1=
qjj

J

j
j

J

j
jjj

J

j
WEVESSE     

 ][][= UEVE   
 ][][= qWEVE   

 ;]/2[= 2 SSE   

where we used (31),(30), (28), and (29) in steps 1, 2, 3, and 4 respectively.  

We are interested in strict priority rules that give strict preference for certain classes 
over others. In a multi-class queueing system, let S  J be a subset of classes and consider 
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strict priority rules, i.e. rules that give strict priority to jobs in S  over jobs in cS . For each 
permutation,   of J  there is a strict priority rule, which at each point serves a customer 
with the smallest index j among all customers that are currently present in the system. In 
other words, the class j with = 1j has priority over all other classes, followed by the 
class k with 2=k , and so on. 

Consider a scheduling rule that gives non-preemptive priority to jobs in S over jobs 
not in ,S  and service time independent within each class .jJ  We refer to such rules  
as S - rules  and jobs in S as S - .jobs  Under S - rules we shall use the notation 

][ SS VE , and ][ SS UE . Within the set of S - rules  it can been shown (Gelenbe and Mitrani 
[10]) that [ ]S SE V and [ ]S SE U are invariant. This is a key step in establishing that a system 
obeys strong conservation laws. Also, let jSjs   

= .  

Theorem 4.9. Consider a / /1B G queueing system with J classes. Let J denote the set 
of all scheduling rules,  which are non-preemptive. Service times of customers within 
each class are ... dii . Then, under any J the vector of mean waiting times in the queue 

])[,,( 1 qjq WEEW   satisfies the linear system, 

 
=1

[ ] = ;
1

J

j qj j j
j j

E W   
  

J

 (32) 

 
=1

[ ] ; .
1

J
S

j qj j j
j S jS

E W S  


 
  J  (33) 

Moreover, the constraint (33) is satisfied with equality for any S -rule, that is, for any rule 
J  that gives priority to jobs in classes j S over jobs in classes .cj S  In other 

words, strong conservation laws hold for any J .  
Proof. Note that  

,1/][=][ jqjj WEWE   
and substitute in (25) to get  

 .][=][=][
1=1=1=

jj

J

j
qjj

J

j
j

J

j
VEWEU     

Use (27), Lemma 4.8, and simplify to get (32). To prove (33), note that  

 ;][=][ jj
Sj

j
Sj

j
Sj

UEVE 


  

 ;][=][ jj
Sj

SSSS UEVE 


  

 .][=][ qSSSSS WEUE   (34) 
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Now because ][ SS UE  is invariant and  

,][][ SSj
Sj

UEUE 


 

we obtain, using (30) and (34),  

.][][ qSSSqjj
Sj

WEWE  


 

But  

 ,
1

1=
)2(1
][=][

2

jj
JjSS

qSS
SSEWE 


 


  

so that  

.
1

][ jj
JjS

S
qjj

Sj
WE 


 

 
  

This completes the proof. 
Therefore, we have the following optimization problem: 

min ( ) [ ]J
j j jj

c E U , subject to the constraints  

 ;
1

=][
1=

jj

J

j
j

Jj
UE 


  

 

 
=1

[ ] ; .
1

J
S

j j j
j S jS

E U S  


 
  J  

Now it follows from Theorem 2 of Green and Stidham [11] that for this optimization 
problem the optimal policy is the c -rule. This is the strict-priority rule )( , where   
is a permutation of the class indices such that 

JJ
ccc    

2211
, is optimal 

over all policies  . That is, for the / /1B G system with J classes, order the classes 
such JJccc   2211 . The the policy that serves classes in this order is optimal in 
the sense that it minimizes ][ qjj

J

j
Lc . Note that when service times are . . .i i d for all classes, 

the the optimal policy will serve the class with highest cost rate, then second highest holding 
cost rate, and so on. 

5. Concluding Remarks 
In this article, we give a discrete-time conservation law that is valid for discrete-time 

multi-server systems under scheduling rules that are non-anticipative as well as anticipative. 
It also extends a non-anticipative law for multi-server systems to allow for anticipative 
scheduling rules. Several applications that illustrate the usefulness of the law have been 
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given. In particular, new results that characterize non-preemptive anticipative scheduling 
rules, as well as results that compare anticipative vs non-anticipative disciplines are 
provided. Discrete-time systems present a number of subtleties that do not come up in 
continuous-time counterparts. Our results complement those given for continuous-time 
systems. 

6. Appendix 
6.1. Definitions and notation 

Here we give a list of definitions and the notation used in the article for easy reference.   
•   : arrival rate  

 • ES : long-run average service time  
• 2ES : long-run average second moment of service times  
• EW : long-run average waiting time (including service time) in a queueing system  

 • qEW : long-run average waiting time (excluding service time) in a queueing system  
• EV : long-run average unfinished workload (including work in service) in a 

queueing system  
• EU : long-run average unfinished workload in queue(excluding work in service) in 

a queueing system  
• ( )xW : long-run average conditional waiting time (including time in service)for 

customers with x units of service.  
 • ( )q xW : long-run average conditional waiting time in the queue for customers with 

x  units of service.  
• ( , )k a xW : the thk customer waiting time (time in the system) until it receives a  

units of service given that its service time is x units, xa  .  
• ( , )a xW : long-run average conditional sojourn time (time in the system) of 

customers with a units of attained service among all customers with x   
units of service requirements, xa  .  

• ( , )q a xW : long-run average conditional waiting time in the queue of customers with 
a  units of attained service among all customers with x units of service 
requirements, xa  .  

• ( , )k kSA : the thk customer attained service time given that the customer has been 
waiting for  units and has kS units of service.  

• )(xf = long run fraction of customers with x units of service , i.e. the probability 
mass function of service times.  

• )(xF : cumulative distribution function of service times  
• ( ) =1 ( )cF x F x   
• 1  represents a non-anticipative discipline  
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• 2  represents an anticipative discipline  
• SEV : long-run average unfinished workload (including work in service) for classes 

in S in a queueing system  
• SEU : long-run average unfinished workload in queue(excluding work in service) 

for classes in S in a queueing system  
• SSVE : long-run average unfinished workload (including work in service) for classes 

in S under strict priority rules  
• SSUE : long-run average unfinished workload in queue (excluding work in service) 

for classes in S under strict priority rules  

6.2. Discrete integration by parts  

The result of this subsection is not new, but the style and notation make the result easily 
accessible to the readers of this article. Let ( )f x and ( )g x be discrete functions, 

,1,,= baax  ; and 0 otherwise. Recall that ( ) = ( 1) ( )f f x f x f x   denotes the 
forward difference of )(xf . Our results focus on forward differences, but one can establish 
similar result for backward differences as well. The first result is a discrete integration by 
parts formula.  

Lemma 6.1. Let ( )f x and ( )g x be discrete non-negative functions. Then  

 1

=
= =

( ) ( ) = ( ) ( ) ( 1) ( ).
b b

bf f
x a

x a x a
f x g x f x g x g x f x      (35) 

Proof. Note that  
 ( ( ) ( )) = ( 1) ( 1) ( ) ( )f f x g x f x g x f x g x     
 )()(1)()(1)()(1)(1)(= xgxfxgxfxgxfxgxf   
 .)()()(1)(= xgxfxfxg ff   

Therefore  
( ) ( ) = ( ( ) ( )) ( 1) ( ).f f ff x g x f x g x g x f x      

Now  
 

=

( ( ) ( )) = [ ( 1) ( 1) ( ) ( )] [ ( 2) ( 2) ( 1) ( 1)]
b

f

x a
f x g x f a g a f a g a f a g a f a g a           

 )]()(1)(1)([ bgbfbgbf   
 )()(1)(1)(= agafbgbf   

 .)()(= 1

=

b

ax
xgxf  

Thus  

 1

=
= =

( ) ( ) = ( ) ( ) ( 1) ( ) .
b b

bf f
x a

x a x a
f x g x f x g x g x f x      

This completes the proof.  
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Using backward differences and an argument similar to Lemma 6.1, we obtain similar 
results that lead to an alternative backward difference proof of Theorem 3.2. 

6.3. Busy period bound 

This result is a bound on the busy period for a discrete-time single server queue. We 
allow for the possibility of multiple arrivals at arrival instants, i.e. batch arrivals. let kk XT ,  
refer to batch arrival instants and batch size (number of arrivals in a batch). Also let 

)(0,),( nAnA BB  and )(0,nY  be the number of batch arrivals , number of batch arrivals that 
see the system in state 0 , and time in state 0 during time [0, ]n respectively; where state 
0  indicates 0 customers in the system. Now, define the following limits when they exist:  

 1

=1

= ;lim
m

B k
m k

EX m X


  

 = ( ) / ;limB B
n

A n n


 

 (0) = (0, ) / (0, );limB B
n

A n Y n


 

 (0) = (0, ) / .lim
n

p Y n n


 

We interpret (0,, BBBEX  , and (0)p as the long-run average batch size, batch 
arrival rate, batch arrival rate in state 0 , and fraction of time in state 0 respectively. Note 
that the arrival rate of all customers = B BEX  and (0) =1 / > 0p   ( ES1/= ). 
Similar to El-Taha and Stidham [8, p.26]  

 = (0, ) / (0, );lim B
n

EI Y n A n


 

 = ( (0, )) / (0, ) ;lim B
n

EB n Y n A n


  

where ,EI  and EB are the long-run average idle period, and busy period respectively. 
Moreover  

 =1/ (0);BEI   

 = (1 (0)) / (0) (0) = .
(0)(1 )B

B

ESEB p p
ES


 




 

Let 1{ = , 1}k k kA T T k  be the sequence of inter-arrival times, and define 
= min{ , }k kA A M  where M is chosen such that 1<ES ; i.e.,  <<  , . Here  is 

the arrival rate of the new modified system. 

Lemma 6.2. Let 1<= ES , then for a discrete-time / /1GI GI model with possibly 
batch arrivals where relevant limits are well-defined, we have  
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 .)/( 

 


 MEB  

Proof. We follow the the notation used in El-Taha and Stidham [8], pp. 25-26. Let )(0,nAB , 
and (0, )Y n ( (0, ),BA n  and )(0,nY  ) be the original (modified) system batch arrivals that 
find the system in state 0 , and total time in state 0 during [0, )n respectively. Note that 

(0, ) (0, )B BA n A n   and (0, ) (0, ).Y n Y n   This follows by noting the effect of reducing 
inter-arrival times on, possibly, joining neighboring busy periods. 

Now, the long-run average idle period for the modified system 1= (0) .BI M     
Moreover,  

 (0, ) (0, ):= := .lim lim(0, ) (0, )n nB B

n Y n n Y nEB EB
A n A n 

  


 

Therefore  

 =
(0)(1 )B

ESEB EB
ES


 




 
 

 
)(1 ES

ESM






  

 )/(= 

 


M  

which completes the proof.    

No stochastic assumptions are used in obtaining this bound. We only assumed that 
relevant limits are well defined. In the same spirit, we prove the second result that is needed 
in the proof of Theorem 3.2. 

6.4. Additional results  

The following results are needed in some proofs. 

Lemma 6.3. Suppose that 2 2
=0

[ ] = ( ) <
x

E S x f x
 , then  

0.=)(lim 2 xFx c

x 
 

Proof. Note that  
1

2 2 2

=0 =

[ ] = ( ) ( ) .
x

y y x
E S y f y y f y

 

   

Now, taking limits of both sides as x  leads to  

 2 2 2

=0 =

[ ] = ( ) ( ) .lim
xy y x

E S y f y y f y
 


   

Therefore  
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2

=

( ) = 0.lim
x y x

y f y



  (36) 

Now  

 2 2

=

( ) = ( )lim limc

x x y x
x F x x f y



 
  

 2

=

( )lim
x y x

y f y



   

 0.=  

Lemma 6.4. Let )(xf  be any be discrete non-negative probability mass function and 
)(xh  be any discrete non-negative function. Then  

 
=0 =0

( ) ( ) = ( ) ( ) (0).f c

x x
h x f x h x F x h

 

    

Proof. Note that (0))(=)( 1

0=
hyhxh fx

y
  . Then  

 
1

=0 =0 =0

( ) ( ) = ( (0) ( )) ( )
x

f

x x y
h x f x h h y f x

  

     

 
=0 =0 = 1

= (0) ( ) ( )f

x y x y
h f x h y

  



    

 
=0

= ( ) ( ) (0).f c

y
h y F y h



   

We need the following Corollary in the proof of Corollary 4.1.  

Corollary 6.5. Let 2=)( xxh , then  

2 2

=0 =0

( ) ( ) = (2 1) ( ).c

x x
E X x f x x F x

 

    
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