






























Figure 4. The precision of the three algorithms plotted against the number of iterations 
(logarithmic reduction in blue, cyclic reduction in black, Newton in red). 

Figure 4 plots two indicators of the precision achieved by the three algorithms against 
the number of iterations used, the logarithmic reduction algorithm is depicted in blue, the 
cyclic reduction algorithm in black and Newton’s method in red. For each algorithm, the 
continuous line depicts the residue  where nG is the matrix 
obtained at the n th iteration of the respective algorithm. The dotted line is 1n nG G    .
We see that Newton’s method achieves better precision for the same number of iterations 
than the other two algorithms. However, the time taken by Newton’s method to achieve a 
given precision was generally comparable. 

4.3. Example 3 

Our third example illustrates an interesting numerical phenomenon that we noticed 
when coding up the three algorithms. It involves a 2N phase QBD with N by N blocks
given by  
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and where 0A has entries of  on the upper and lower diagonal, zeros in all the other off-
diagonal entries and its diagonal entries adjusted so that the row sums of 1 0 1A A A  are
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